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Abstract—A novel compressive edge-detection algorithm for edges can be identified without introducing a high number
spectral imagery is demonstrated using real long-wave sptral  of false edges. The SRC algorithm is a two-stage approach:
imagery. The idea of the algorithm is based on identifying jt  t5ining and testing stages. In the training stage, a sraabfs
spatial and spec_tral f.eatures_ via statistical Ieémmg' . ratios of spectral-band outputs that most profoundly ifignt
_ Edge detection is an important tool in the analysis angyqes petween each pair of materials is selected. Thigiselec
interpretation of s_pectral imagery. Most conventional @€dgg made judiciously and sparingly recognizing the very few
detectors are designed by assuming a model for edges {igtys across all bands, that permit a good discrimination
characterges the change in intensity across an |mage..rNe¥%tween each pair of materials. Through this process, ti@& SR
theless, this approach is not well-suited for spectral ®8agaqorithm achieve substantial levels of data compressitimea
(multispectral and hyperspectral images), where each [ixe oqqe extraction stage. Moreover, for each pair of materals

represented by a high dimensional spectral vector. Oneeof iy eshold is obtained that separates the two materialsdbase
key challenges in detecting edges between different nadderio, e ratios described earlier. The testing stage is the-edg
is the presence of the so-called iso-luminant edges, ed@§action process performed by utilizing a spatio-sgéctr
defined by wavelength changes rather than intensity changgs that returns the ratios of spectral-band outputs, etfin
In such scenarios, an iso-luminant edge should be detecigqye (raining stage, by considering neighboring pixelse T
based upon spectral information rather than intensity [1].  gnectral ratios are then compared with the thresholdsredai

A few approaches have been pursued in defining a “multh the training stage for each pair of materials and pairwise
color” edge detector. The most common is the gradient-basggyes are declared whenever the ratio exceeds the cortespon
approach, such as the Multi Color Gradient (MCG), [2]. Ang threshold for each pair. The outcome of the combination
second approach is based upon pixel ordering [3]. It is knows filtering the spectral (multidimensional) image with the
that the MCG approach can fail to detect edges in the casesphtio-spectral mask and the threshold-comparison stéye is
opposing gradients present in different spectral bandadi edge map. While the SRC approach can detect iso-luminant
dition, to detect iso-luminant edges, the MCG approach musdges better than other techniques, some false edgeslare sti
use a very low threshold, which, in turn, produces false sdggenerated albeit less than those produced by MCG and order-
[4]. On the other hand, the pixel-ordering approach solvegatistics methods.
the problem of opposing gradients by associating vectogrord |n this paper, we develop an extension of the SRC edge-
statistics at the expense of increasing algorithm complexidetection algorithm, termed the adaptive SRC (ASRC) algo-
Extensions of the order-statistics approach are also prése rithm, that includes critical information resulting fromufa
the literature [5], [6]. tispectral classification of the very spectral image whose

Recently, our group presented a novel approach, termed duges are to be identified. As such, the ASRC algorithm
Spectral Ratio Contrast (SRC), to perform multispectrgleed fuses thematic classification with spectral edge detecfibe
detection by using the spectral contrast of materials oniBpe thematic classification is embedded in the SRC algorithm by
bands [7]. The novelty of this approach is that it uses thmodifying the thresholds according to which the edges are
concept of spectral ratio signatures. We have demonsttiaded declared, at each candidate location for an edge, according
the SRC algorithm outperform the MCG approach when iste the classification results for the surrounding pixelsu§;h
luminant edges are present. The MCG approach is not welte ASRC is an adaptive version of the SRC in that the edge-
suited for iso-luminant edges because the strength of th& M@detection threshold at each pixel is suitably modified bijaati
value is thresholded by a fixed value across all the classesrgf the results of the thematic classification, which incogpe
materials that are present in imagery. As a key differerfe®, tinformation associated with the spatial location of thessts
SRC approach allows individual selection of signatures amdthin the scene. To reiterate, by fusing the thematic diass
tolerances for each pair of classes of materials. Thergfioee with the spectral edge detector, the thresholding process i
thresholding process is changed depending upon the spedadaptively changed depending on the outcome of the “spectra
properties of each pair of classes of materials; thus, weséggmentation” of the scene.



roof (bottom-left). This is one feature of the ASRC algomith
Similar to the SRC algorithm, another feature of the ASRC
algorithm over the MCG algorithm is data compression at the
sensing stage. The ASRC algorithm requires only two out of
the 190 available spectral bands, a 98.95% of compression
in the sensed data. The ASRC offers another performance
advantage for images that contain iso-luminant edges as see
next.

In Fig. 2, we use MS imagery acquired using a bias-tunable
DWELL detector developed by our group [8]. Three different
types of rocks are present in the image: phyllite, limestone
and granite. The edge between limestone and granite is iso-
luminant, as shown in the top-left image. Here, the MCG
edge detector fails to detect such iso-luminant edge whée t
SRC algorithm detects it, albeit with the penalty of having
Fhig- 1-S %Onﬂlpatisr]on ?et\/\;]een thedMCG edge det$0t0f,|tf;te Siﬁmg‘ gnd false edges (second row: right). The key advantage of the
1 SR gorih for the A gt it rou, fom et 40t 1> 952 ASRC algorithm over the SRC algorithm is that it reduces the
tolerances 0.1 and 0.01, respectively. Second and third shwow the results detection of false edges substantially, owing to the fugibn
of the SRC and ASRC algorithms, respectively. First colurtiges between thematic classification in the edge-detection process dBke-
?gﬁg”cilﬁﬂ?n:bggmigr’]escjegzgis()'umn' edges between grouddraad; and oo, ressive feature of the ASRC is evident in this example

as well: the ASRC algorithm requires only two out of ten
available bands to perform the edge detection.

In summary, we presented an enhanced spectral edge-
detection algorithm that fuses spectral classificatiorhveit
recently reported spatio-spectral edge detection. Thmrus
process reduces false edges, as demonstrated through appli
cation of the algorithm to AHI and DWELL infrared spectral
imagery. Moreover, similar to the SRC algorithm, substdnti
compression is achieved in the sensed by instructing theosen
to sense at only a few spectral bands to perform the task of
edge detection.
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